Proc. of the 18 Int. Conference on Digital Audio Effects (DAFx-1Byaz, Austria, September 6-10, 2010

METHODS FOR SEPARATION OF AMPLITUDE AND FREQUENCY MODULATION IN
FOURIER TRANSFORMED SIGNALS

Jeremy J. Wells

Audio Lab, Department of Electronics,
University of York, YO10 5DD
York, UK
j j wil00O@hm yor k. ac. uk

ABSTRACT

This paper describes methods for the removal ars#paration
of amplitude and frequency modulation of individuw@mpo-

nents within a Fourier spectrum. The first proposedhod has a
relatively low cost and works under assumptionsualibe be-
haviour of both the local and non-local magnitude ahase of
sinusoidal components for these two forms of corepomon-

stationarity. The second method is more expensive ie-

synthesizes components either in the Fourier og tiomain fol-

lowing a parameter estimation stage. Typical aptibois are the
adjustment of expressive parameters in music sigaradl condi-
tioning of signals prior to cross-synthesis.

1. INTRODUCTION

The Discrete Fourier Transform (DFT) has been wideled in
Computer Music and Audio Processing for many yespgplica-

tions range from independent time and pitch modifn

through cross-synthesis and spectral modificatmfeature ex-
traction for sound modelling [1]. One of the atthae features of
Fourier analysis and processing is that individoatrow-band
components, such as stationary sinusoids, arelyclead intui-

tively represented in the transform domain. An agsiion of

Fourier analysis (implicit in the choice of bagsimétions) is that
individual components are stationary sinusoids. éJndeal con-
ditions (i.e. a rectangular window applied to disteary sinusoid
whose period of oscillation is an integer multipfethe window
length) such components appear as a single deitdidn in the
Fourier domain.

Where signals under transformation contain non-

stationary components a common approach is toelividm into
shorter analysis frames within which those comptean be
considered to be quasi-stationary. This is knowthashort-time
Fourier transform [2]. Longer frames increase festay resolu-
tion but at a cost of temporal resolution and tpgnoum frame
length is often determined to be the point at whoh assump-
tion of component stationarity breaks down. A peoblhere is
that useful and interesting audio signals tend & rbulti-

component with different localisation propertieshith time and
frequency. This leads to a compromise between tame fre-

quency resolution in which the quasi-stationarisglanption is
violated for at least some of the components. méiion about
non-stationarity is not lost in the Fourier domgince the trans-
form is perfectly invertible) but it is embedded time relation-
ships between the phase and magnitude of multiplesform
bins, rather than being more directly accessib]e f8r Fourier
domain processing of such signals which requirearsgion of,

or interaction with, such non-stationarities, thpbase and mag-
nitude relationships must be identified and intedavith.

The work described in this paper addresses signals

which contain intra-frame non-stationarities. lismas to enable
the identification of amplitude and/or frequencyaope of indi-
vidual signal components and to selectively remeitber or
both of them. This is either done completely in Bwurier do-
main or partly in the Fourier and then the time dom The
methods exploit the differences in the phase anghitede char-
acteristics for stationary, amplitude modulated dretjuency
modulated sinusoidal components. These differerares de-
scribed and explored in the next section of thiggpaThe third
section describes the two sets of identificatiod emoval algo-
rithms for both kinds of modulation. Results frone @ipplication
of the algorithms to different types and combinasiaf signal
components are also presented in this section.téngial appli-
cation of this process, to polyphonic spectral aihitg, is de-
scribed in Section 4. Finally, conclusions are pnésd in Sec-
tion 5.

2. FOURIER REPRESENTATIONS OF NON-
STATIONARITY

As stated in the previous section, the DFT offéiss inost com-
pact representation of a stationary sinusoid wkefrequency is
harmonically related to the analysis frame lengftiere this is
not the case, discontinuous phase in the time domdli cause
spectral leakage into analysis bins in the Foul@main other
than the one in which the sinusoid is centred. &ktent of this
leakage can be controlled by the use of taperedaws. These
reduce or eliminate abrupt phase changes but dat soe ex-
pense of the component width: even where the coeqtgueriod
and frame length have an integer relationship senergy will

exist in bins adjacent to the centre bin. In fabis energy
spreading in the Fourier domain is due to amplitudm-

stationarity introduced by the windowing process.

Different types of windows offer different tradé&wo
between the local (main-lobe) width of the compdramd the
amount of non-local (side-lobe) leakage. Windowafgsignals
has been the subject of extensive research andsdist (e.g.
[4]). For the rest of this paper the example usethé Hann (or
raised-cosine) window. However what is presentatidiscussed
can be generally applied to any symmetrical tagher,important
distinctions are between local and non-local anasptand mag-
nitude behaviour, whatever the window being used.

The form of amplitude non-stationarity assumeexs
ponential, either increasing or decreasing. Thmfof frequency
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modulation is linear increase or decrease (chijpmgch gives
rise to quadratic phase trajectories in the timaaia.

2.1. Amplitude modulation in the Fourier domain

Exponential intra-frame amplitude change can berjmeted as a
change in the window applied to an amplitude-stetig signal.
Considering the continuous case, this modified winde de-
scribed by (adapting equation (3) in [4]) as a fiorTof timet
by:

at

e 1 cos L L

W('[)=—(—+(—2T[/)j,|t|s— )
L\2 2 2

wheret is time in secondd, is the window duration and is the

intra-frame amplitude change in Nepers (Np):

= DAIN (10)
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whereAA is intra-frame amplitude change in dB. In theduolt

ing equationd. = 1, since this makes the presentation more com-
pact but does not sacrifice generality. With thidue ofL the
Fourier transform of this window as a function odcfuency is
given by:
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From this it can be shown that the magnitude respmf the
window function is given by [5]:
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The phase response (the arctangent of the ratioeofnaginary
and real parts of equation (3)) does not reducquite such a
compact expression. However its first derivativef= does,

which provides useful information about the phashdviour
around a peak in the Fourier spectrum. This fiestivdtive is

a6+4a4(2+ 3f 2)1'r2+ 1672(1+ K 4)
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This is in fact an analytical derivation of the dityygle modula-
tion estimator empirically described in [3] and diseibsequently
in, for example, [6]. To demonstrate this, FiguresHows the
first-order phase difference plotted against thetiooous phase
derivative for a sinusoid whose frequency is eyaatlthe centre
of an analysis bin. The slight difference in thetfgd values for
the non-zero padded Fourier spectrum is due tdaittethat the
phase derivative is not constant around the pedksarthe first-
order difference is not exactly equivalent to tbeual derivative.
The important fact to note here is that, takingpkek as the ori-
gin, the local phase is an odd function where tlieristra-frame
amplitude change and it is 0 where the componentstaionary
amplitude.
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Figure 1:Derivative and difference (Masri phase distorticstie
mator for amplitude change) of the phase at f=0.

Figure 2 shows the magnitude response of the ampli
tude-modified window, calculated using equation (4} differ-
ent values ofAA. It can be seen that much of the energy spread-
ing is into non-local bins and the main lobe (ite local magni-
tude) remains quite similar to that for a non atoplké-modified
window. Therefore a simple rule-of-thumb for amydie modu-
lation is that the non-local magnitude increasdative to the
local magnitude, and the local phase is an oddtifumc
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Figure 2:Normalised magnitude response of the Hann window
multiplied by an exponentially changing amplitudadtion. The
amplitude change is in 10 dB increments from OCalB.

2.2. Frequency modulation in the Fourier domain

It is not possible to directly derive expressiooisdomponents of
non-stationary frequency in the Fourier domainegxevhere the
window function is a Gaussian [7]. This means thate are no
analytic equivalents to equations (4) and (5) feqfiency modu-
lation. However it has been shown empirically [8daanalyti-
cally [8, 9] that the phase is concave at a peath@ Fourier
spectrum due to a linearly chirping component. 9h the first
derivative of the phase at the peak is shown t6 hed the mag-
nitude of the second derivative is shown to be rigely propor-
tional to the chirp rate. (However the assumed @pprations in
that work do not hold for low chirp rates and ahasoccurs,
which is discussed further below). Therefore, foeqfiency
modulation, the phase is an even function arouagé#ak.

Figure 3 shows the magnitude response of the &ouri
transform of the Hann window applied to sinusoictainponents
with different chirp rates. The rates are integedtiples of Lf
from O to 4.f. Here it can be seen that the energy spreading is
more local than is the case for amplitude modutatfeor a high
chirp rate the half-height of the magnitude respoissapproxi-
mately proportional to the chirp rate [8]. For angding rate of
44.1 kHz and a 1024 point DFT, a chirp rate bf &orresponds
to 215 Hz per frame (almost 10 kHz/s). For chirfesagreater
than about &.f the second order difference of the phase begins to
alias [3, 8]. This is illustrated in Figure 4 wheare magnitude
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and phase are shown for sinusoids each with differieirp rates.
Each has the same second order phase differenoedatioe peak
but quite different magnitude responses and it lmarseen that
the phase curvature across a greater range ofshitifferent too.

Note that where the chirp rate is negative the ritage response
remains the same but the phase response is inverted

0

-20+

40+

Amplitude relative to peak (dB)

2 0 2
Lf (analysis bins)

Fig-

3.1. Removal of intra-frame amplitude and fregquency change
by spectral modification

The effectiveness of some audio processing apfitstsuch as
cross-synthesis, can be improved by the separafiamplitude

from frequency information. The following algorithismdesigned
to remove intra-frame amplitude change or intranfefrequency
change from components within a Fourier spectruine ifiput to

the DFT must be zero-phase windowed otherwiseosiaty si-

nusoids will have a linear, rather than flat, phaBer the rest of
this sub-section it is assumed that the analyaimdrisnot zero-

padded prior to the DFT. The algorithm is basedhanfollowing

assumptions:

1. A component with intra-frame amplitude changeefgesented
by phase which is an odd function and by non-lasagnitude
that decays much more slowly than that for a statip compo-
nent.

2. A component with intra-frame frequency changemesented

ure 3:Normalised magnitude response of Hann windowed linear by phase which is an even function and by a maral ichange in

chirp. The chirp rate is in integer Lf incremeffrism O to 5Lf.
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Figure 4:Magnitude and phase responses of Hann windowed
linear chirps. The chirp rates are 2.9 Lf (solidds) and 11.7Lf
(dashed lines).

2.3. Interdependence of amplitude and frequency modulation
estimators

The previous two sub-sections have shown how freguend

amplitude modulation affect both the magnitude &eduency

response of a windowed component in different wayss sug-

gests that it is possible to separate the effe€tanaplitude

change from those of frequency change and viceavéthilst

this is the case for mild non-stationarities, iRisot so where the
intra-frame changes are more extreme. Large amdglimodula-

tion has a considerable effect on phase (or reas&gt) based
estimators of frequency change, since it drasticalers the ef-
fective window shape. An approach to improving itngepend-

ence of such estimators using recursive 2D lookag aescribed
in [10].

3. ALGORITHMSFOR SEPARATION OF
MODULATION TYPES

In the previous section the Fourier domain behavimfuHann
windowed linear chirps and exponential amplitudange was
considered. This section outlines two differenthmels for sepa-
rating these two kinds of modulation. First a sieapbw-cost
method is described, then, in the next sub-sectianore sophis-
ticated but costly approach is presented.

magnitude.

3.1.1. Initial stages of algorithm

These assumptions, although crude (particularlyravtigere is a
high degree of non-stationarity), do lead to aoeably effective
method for eliminating either frequency or ampléuchange, or
both. The following steps are common to both amgét and
frequency removal:

1. Identify individual components in the spectrirsingle com-
ponent is classified as the region between two Iihadg minima
within which the magnitude is either monotonicatigreasing or
decreasing.

2. Estimate the exact centre of component witha leak bin.
Various methods exist for this which are both pHassed (e.g.
frequency reassignment [13]) or magnitude based farabolic
interpolation) [11]. Phase-based methods are giyenare ac-
curate but parabolic interpolation is used hereit®omrelatively
low computational cost.

3. Fit a second-order polynomial to the local urpped phase,
treating the position estimated in step 2 as tligirorThe defini-
tion of local is the width of the main lobe of théndow for a
stationary signal. For a non zero-padded DFT ofarHwindow
this taken as being the peak magnitude value amdhtiee high-
est and nearest neighbours.

3.1.2. Removal of intra-frame amplitude change

4. Set the slope (first order coefficient) of tHeape polynomial
to 0, this will ensure that the local phase is @nefunction.

5. Set the non-local magnitudes (i.e. those biat dhe between
the two minima, but outside of the four centre pitosthose of a
stationary sinusoid. This is done using equationwigh a = 0
and the scaling the result by the ratio of the @dim the synthe-
sized peak magnitude value.

3.1.3. Removal of intra-frame frequency change

6. Set the curvature (second order coefficienthefphase poly-
nomial to 0, this will ensure that the local ph&san odd func-
tion.

7. Set the local magnitudes to those of a statjosiausoid, us-
ing equation (2) and scaling to the magnitude efdbtual peak.
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3.1.4. Removal of both intra-frame amplitude and frequency
change

8. Set the slope and the curvature of the locas@hba 0.

9. Synthesize all magnitude values (local and mmad) using
equation (4) and by scaling so that actual andhegited peak
magnitude values match.

3.1.5. Examples of modulation separation for single and
multi-component signals

To further illustrate the procedure, Figure 5 shdhe
modifications made to the phase and magnitudesifigle sinu-
soid at a frequency of 1 kHz which undergoes a B8ntrease
in amplitude during a single analysis frame. FigGreompares
the time-domain output with the windowed input €afthe zero-
phase windowing has been undone). The amplitudease has
been removed and the shape of the Hann window bkas b
largely restored. An artefact of the process is$ there has been
a small leftwards circular shift in the overall wow shape, but
not in the phase of the underlying component. Foamplitude
decrease of the same amount there is an equal Siukedut in
the opposite direction.

Of course, this kind of correction can be doneteyui
easily for single components by applying the ingezgponential
function in the time — where this algorithm is pfdrest is in the
independent correction of multiple components. Fégn shows
the output for components at 1 and 2 kHz with -48 #48 dB
changes in amplitude respectively. As can be seeroutput is
similar in shape to the Hann window with the twediuency
components preserved (as can be seen by the difteseillation
rates at the start and end of the window) but,rageith a small
circular shift.
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Figure 5: Original and processed magnitude and phase re-
sponses for a single component at 1 kHz with 48xgiB®reential
amplitude change. The sample rate is 44.1 kHz &ediriput
frame length is 1024.
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Figure 6:0riginal and processed time domain signals
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Figure 7:Original and processed time domain signals for@an i
put signal comprising two components at 1 kHz ak#l2 with
48 dB falling and rising amplitude

Next the removal of frequency non-stationarity @nsidered.
Figure 8 shows the original and processed magnitudephase
spectra of a component whose frequency changearlynfrom
400 Hz to 600 Hz during a single frame. Figure thpares the
input and output via the Hilbert transform. The fmgnel shows
the instantaneous frequencies, derived from tisé-dirder differ-
ence of the phase of the analytic signals. Theobofianel shows
the amplitudes of the analytic signals. The linfeaquency in-
crease for the input can be clearly seen (the £abthe start and
end of the frame are due to the significant tageainextremes of
the Hann window). During the centre of the frame ftequency
trajectory is much flatter in the output howeveisinot perfectly
constant and nearer the frame edges there isismmifvariation
in the instantaneous frequency. The amplitude phatws that
the shape of the Hann window is largely, but nafguly, pre-
served in the output. As for the examples of amgét change
removal, a circular shift is evident in both thepditnde and in-
stantaneous frequency of the output.

Many spectral processing methods re-window the sig
nal after re-synthesis by inverse DFT, in ordeavoid disconti-
nuities at frame boundaries. This re-windowing stidoe ap-
plied for this method if artefacts due to theseudar shifts be-
come audible.

Magnitude (dB)

Fourier bin index
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Figure 8:0riginal and processed magnitude (above) and phase

(previous page) responses for a single sinusoid kvigarly in-
creasing frequency from 400 to 600 Hz.
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Figure 9:Instantaneous frequency (top) and amplitude (bottom

of Hilbert transformed input (dotted) and outpubl{g line) sig-
nals.

3.2. Adjustment of intra-frame amplitude and frequency
change by analysisand re-synthesis

The method described in the previous sub-sectioeride but
reasonably effective given its computational cegher quality
methods for achieving the same goals are desciibéuis sec-
tion. These algorithms work by analysing and thes r
synthesizing each component, either wholly in tlairfer do-
main or in the Fourier (for analysis) and thenha time (for syn-
thesis) domain. They assume that each componemhveitsingle
frame can be wholly described as sinusoid withp@ai@metersg\,

f, ¢, AA andAf:

b 2
s(t) = A10[2°L]t sin(¢+ 271( ft+ Ath B,t <

Since the model is much more sophisticated thandéscribed
in 3.1, adjustment oAA and Af rather than just elimination of
one, the other or both is possible.

L

2

6

The estimation of parameters uses methods dedcribe

in [10] and [12]. These methods provide highly aate esti-
mates of the parametefs f, ¢, AA and Af. Additionally here, a
similar approach (interpolated 2D table look-up}aken to the

estimation ofp. This is in order to reduce biasing, by amplitude

and frequency non-stationarities, of the value \@etidirectly
from Fourier analysis. The table used for this phasrection is
shown in Figure 10.

These methods require a zero-padded Fourier sppectr
for accurate estimation and in this section thdyaigmframe is
1025 samples, zero-padded to 8192. The initialyarsabteps of
the algorithm described in this sub-section are:

o
o

Phase bias (radians)
S
o o

20
40
Af (Hz/frame) €0 80

50 ]
100 AA (dB/fframe)

Figure 10:Bias in phase estimation due to non-stationaritye T
frame length is 1025 samples zero-padded to 81B8.semple
rate is 44.1 kHz.

1. Identify individual components in the spectruAs previ-
ously, a single component is classified as theoregetween two
magnitude minima within which magnitude is eithecreasing
or decreasing. Since the spectrum is now zero-mhddee must
be taken to ensure that local minima due to sitedoare not
interpreted as global minima.

2. Frequency reassignment is used to estimatextinet eompo-
nent centre within the peak bin.

3. The parameters of the component are estimasedescribed
in [10]. As forf andA, bias in the estimation of is corrected,
once estimates fokA and Af have been obtained, by the use of
the interpolated 100 x 100 2D lookup table showRigure 10.

Although in previous work this analysis method baen used in
a ‘sinusoids + noise’ system, here all componergsctassified
as sinusoidal, since the goal here is Fourier-bgsedessing
rather than generation of a spectral model (i.e.résynthesis is
overlap-add).

Removal of intra-frame frequency change can be waebie
wholly in the Fourier domain, since an analyticresgntation of
W(f) exists where there is only amplitude non-statiypdequa-
tion (3)). However, where there is frequency chahga no such
solution exists. A large-limits derivation of thechl spectrum is
given in [8] but is only valid for very large chimates, a Taylor
series expansion which is even remotely tractableniy valid
for low chirp rates and very close to the centréhef main lobe.
Thus, synthesis in the Fourier domain of componeuitis fre-
qguency change ‘from scratch’ is not possible. Oppr@ach to
eliminating AA where there is frequency non-stationarity might
be to examine the difference between the Fouriectspm of the
component withAA and Af, with the spectrum synthesized just
with Af = 0. In practice, this is not viable since it wbukquire
deconvolution of the two spectra in the Fourier damwhich,
without perfect parameter estimates for the compbifacross
the whole spectrum — which would only be possibled single
component) would very likely result in instabiliffhe solution is
to replace Fourier synthesis followed by inverserD#th direct
synthesis of equation (6) for each component irtithe domain.
This solution offers considerable flexibility, inling independ-
ent adjustment as well as simple elimination, buttérms of
computational cost is certainly at the other exerdmthe meth-
ods presented in the previous sub-section. In suyrtize re-
moval of frequency change, whilst the values\éfare retained
(or adjusted, if required) is achieved in the Feudomain by:

4. For each component, resynthesize the Fourientrspe using
equation (3), shifting so that the component istreghatf and
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normalising the energy so that it is the same athfocomponent
prior to Af removal. It is important to note that the valud nsed
should not simply be the reassigned frequency (wbitcurs at
the reassigned time) but the value at the centtheoframe (re-
ferred to as the non amplitude-weighted mean itstaous fre-
quency in [10]). Also the phase correction showdsuae thanf
= 0 and not the value measured in the analysis gingy AA
should be used to correct the phase).

5. Once all components have been resynthesizesfdram back
to the time domain via the inverse DFT.

Af removal by this method is shown in Figure 11. pheameters
are the same as those in Figure 9 exadpt 48 dB, rather than
0 dB. Clearly this method is more effective than ¢dne used for
Figure 9, since the shape of the amplitude moddileiedow is
perfectly retained and the frequency trajectomn@e uniformly
flat (except where artefacts of the Hilbert tramsf@re observed
due to tapering by the window function). To illegtr the method
working independently on two combined componentsh(pa-
rameters = 500 Hz,AA = 48 dB,Af = 200 Hz/frame anfi= 1
kHz, AA = -48 dB,Af = -200 Hz/frame) Figure 12 shows the in-
put and output. Also shown is the sum of the twamgonents
synthesized withAf = 0 Hz/frame, but all other parameters the
same. It can be seen that the output from the ithgors indis-
tinguishable from this signal synthesized in tlmeetidomain us-
ing a priori knowledge of the parameters.
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Figure 11:Instantaneous frequency (top) and amplitude (bottom
of Hilbert transformed input (dotted) and outpubl{g line) sig-
nals.
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Figure 12:Original (dotted) and processed (solid line) time d
main signalsFor comparison the ideal output is also shown
(crosses).

The removal of amplitude change is achieved in the
Fourier and time domains by:

L L L L
0 100 200 300 400

6. For each component resynthesize in the time gomsing
equation (6) withAA = 0, but with all other parameters as esti-
mated in steps 2 and 3.

7. Sum all components and apply Hann window.

Whilst more costly than the Fourier domain methtbds time
domain synthesis approach can also be used foinaliimn of Af
whilst retainingAA. In fact, it offers total flexibility over the in-
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dependent modification (within the limitations dfet parameter
estimation) of both of these forms of non-statigyai his offers
the possibility of, for example, increasing vibraito signals
whilst reducing tremolo in others.

Figure 13 shows the Hilbert transformed input and
output for a signal with the same parameters ad-fgure 11.
The amplitude change has been successfully remaogsthring
the shape of the Hann window whilst the frequenajettory has
been retained (although close inspection reveadfigat over-
estimation ofAf, due to the interdependency of the estimators of
this parameter andA). A final example given demonstrates the
capacity of this algorithm to handle multiple compat signals
successfully. Figure 14 shows the inputs (top mreeid outputs
(bottom panels) from the algorithm for two framdsGaussian
white noise withAA of 48 dB (left panels) and -96 dB (right pan-
els) respectively. In the 48 dB case 110 componargssepa-
rately identified and re-synthesized witth = 0 dB, in the -96
dB case there are 98 components. It can be seerththae-
combination of synthesized components has a H&enadmpli-
tude profile in both cases.
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Figure 13:Instantaneous frequency (top) and amplitude (bottom
of Hilbert transformed input (dotted) and outpubl{d line) sig-

nals.
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Figure 14:Input noise with amplitude ramps (top panels, I&t 4
dB, right -96 dB), output with amplitude ramps reembybottom
panels)

4. APPLICATION TO FREQUENCY SHAPING AND
POLYPHONIC SPECTRAL WHITENING

In the previous section two methods for removirthezi ampli-
tude or frequency change from a single Fourienaiaframe. In
this section a related application area for thiskwie described,
inspired by Christopher Penrosghapeelgorithm [14].

4.1. Frequency shaping

Many cross-synthesis applications employ the stioe-Fourier
transform (STFT) with the frame length comparabléhe period
of the lowest frequency audible by humans (20 Hxnis). A
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reasonable, albeit simplistic assumption, is thatrhagnitude of
the transform data represents the spectral envelbee signal
and the phase represents the exact location ofiithdil fre-
quency components. The most straightforward STFEda&ross
synthesis method combines the magnitude from opat isignal
(the resonator, or the ‘formant reference’) witle fphase from
another signal (the excitation, or ‘frequency refere’) [1]. The
output is intended to resemble a perceptual hytfrithe two in-
put sounds. However, good separation between é&rcitand
resonance is not always achieved with such a kasicoach.
The process of frequency shaping was developeahpooive the
transfer of frequency information between sounds.[lt recog-
nises that the frequency content of a signal inRtxgrier domain
is described by both the magnitude and phase arayehk due
to a component. The process divides the Fouriectspa into
‘shaping regions’ of equal width from DC to Nyquit.is the
width of these regions which determines how fregyenforma-
tion is transferred between signals. The recomnerafault
width is that of the main lobe of the window fumetiused. For
each frame, the hybrid spectrifr,qq is calculated according to
[14]:

thbrid(k) = R( k)| Xreq( @| éD(Xf'eq(k))’
k=0,1,2.N-1

(@)

,k=0,1,2.N-1 (8)

where Xiq is the Fourier transformed frequency referencis
the analysis bin\ is the frame length ari@is given by:

A k

z xformam —|tW
R(K) == "

z Xfreq (LJ * W)

n=0 w
Practical implementations, as the proce&mapegare available
in various forms, by Penrose and Eric Lyon (Max/M&#ject
[16]) and by this author (Steinberg VST plug-in akftlab
[17]). The UNIX command line version (part B¥Nation is no
longer available.

4.2. Polyphonic spectral whitening

Implicit in both frequency shaping and the moreaigtitforward
combination of magnitude and phase data, is argbedbitening
process. Where magnitude is combined with phasedhef the
magnitudes of the phase reference are effectivatlyosl, creat-
ing a white spectrum. For frequency shaping, thiteming stage
of the process is equivalent to equation (8) withhumerator set
to 1. Since the process does not require pitchctiete(as is the
case for some cross-synthesizers based, for exampléinear
predictive coding (LPC)) and works on a wide ranfjbasmonic
and enharmonic signals, it can be considered gholyic whit-
ening process [14]. Considering cross-synthesis agoastage
process: whitening of the frequency reference ¥adid by the
application of the spectral envelope of the formaference, of-
fers more flexibility. For example, a frequencyereice that has
been whitened by the process described in thigosecbuld then
be filtered by the infinite impulse response filderived via
LPC.

4.3. Application of modulation separation

The aim of frequency shaping is to improve the s of fre-
quency and spectral magnitude information betwaendignals

that are being cross-synthesized. As for many Eotnased
processes it will be most successful when the Ega station-
ary during each analysis frame. Where the signaés ron-
stationary then these amplitude and/or frequen@angbs are
embedded in both the magnitude and phase dateedignals.
The algorithms outlined in the previous two sediaf this pa-
per are designed to remove one or other of these no
stationarities. By removing the intra-frame ampléudhange
from the frequency reference and the intra-framequency
change from the formant reference as pre-processage in a
cross-synthesis process the separation betweenitaaepland
frequency information will be improved.

The complete elimination of amplitude/frequency
change in the formant/frequency references will aatays suc-
ceed in the separation of frequency informationr Example
ensembles of acoustic instruments playing in unigdhnot be
perfectly in tune with each other. This combinatiofh very
closely spaced partials will produce components lizae slow
amplitude and frequency change (i.e. that beatjhik case the
amplitude modulationis a representation of the frequency con-
tent of the signal and should not be removed froenftequency
reference. This can be avoided by removing intaas& ampli-
tude change which is above a certain threshold. fifla¢ algo-
rithm presented in the previous section offers ghesibility of
applying this thresholding.

Another consideration is the fact that these mses
do not distinguish between ‘noisy’ and more stablausoidal
components. However, it is not clear how a crosgk®sis
method should classify noise. Does noise contafarnmtion
about amplitude or frequency or both? Where a s¢ipar be-
tween these component types is required methodh, asithose
surveyed in [18], could employed. Examples of fieapy shap-
ing and polyphonic whitening, with and without mdation re-
moval (or suppression) using the methods desciibéus paper
are available online [19].

5. CONCLUSIONS

This paper has presented two set of algorithmghfremoval of
intra-frame amplitude and/or frequency change frBourier
spectra. This is done entirely in the Fourier damaixcept for
the final algorithm, which uses parameters derivethe Fourier
domain for time domain resynthesis. Although cqdifys final
algorithm offers adjustment, rather than simple geah of non-
stationarity, and is highly effective for a widenge of values of
AA andAf. Matlab code that implements these processesik av
able online [19].
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