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ABSTRACT
This paper presents a database of partial tracks extracted from syn-
thetic as well as pre-recorded musical signals, designed toserve as
an ancillary tool for evaluation of sinusoidal analysis algorithms.
In order to accomplish this goal, the database requirementshave
been carefully specified. A semi-automatic analysis methodology
to ensure the track parameters are precisely estimated has been em-
ployed. The overall methodology is validated via the application
of performance tests over the synthetic source-signals.

1. INTRODUCTION

The modeling of the resonant part of musical signals as a sum of
amplitude- and frequency-modulated sinusoids, the so-called si-
nusoidal modeling (SM) [1, 2], has found many applications [3]
in digital audio processing. The model’s popularity lies inits abil-
ity to represent well the time evolution of resonant signalsas a set
of separate spectrally salient components, called sinusoidal tracks.
This paper addresses the difficulty of comparing the performance
of different analysis algorithms by objective means.

Performance comparison of sinusoidal analysis algorithmswhen
using natural signals is difficult, mainly due to the lack of referen-
tial data against which to confront the attained results. Thus, indi-
rect means to performance assessment are usually resorted to. For
example, a solution proposed in [3] to compare several sinusoidal
track estimators was to first reconstruct new versions of thetest
signals from their estimated tracks. Then, pre-defined criteria on
the results of comparative listening tests with the original and syn-
thesized versions of the test signals were used to evaluate system
performance. However, that kind of evaluation does not explicitly
provide quantitative data that can be used to choose one system in
detriment of another. Moreover, the information provided by sub-
jective tests might not be insightful, depending on the finalaudio
application in which the estimated tracks will be used.

Objective performance evaluation of sinusoidal analysis meth-
ods is rendered feasible when reference sinusoidal tracks that rep-
resent well the signals under test are available. This way, objective
measures such as the ones presented in [4] can be calculated.Such
set of reference tracks can be easily created for synthetic signals.
However, for natural signals, the reference tracks need themselves
to be extracted by a sinusoidal analysis system, the choice of which
is likely to bias further comparisons.

In this paper, the development of a database containing audio
signals along with their reference sinusoidal tracks is described.
Suchcorpus, called TDB (Sinusoidal Track Database) would pro-
vide ancillary data for objective benchmarking of sinusoidal anal-
ysis algorithms. In order to ensure the reliability of the tracks
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stored in the TDB, it is necessary to judiciously define the sinu-
soidal analysis algorithms used in its creation and resort to manual
intervention when judged necessary during the analysis procedure.

The paper is organized as follows. In Section 2 a brief overview
of sinusoidal modeling is given. The signals whose tracks are to
be part of the TDB (source-signals) are described in Section3.
In Section 4, the desired characteristics of TDB are specified. In
Sections 5 and 6, the analysis methods used for obtaining theref-
erence tracks and the methodology used in their extraction are re-
spectively detailed. In Section 7 tests are performed to validate the
proposed methodology. Conclusions are drawn in Section 8.

2. SINUSOIDAL ANALYSIS OVERVIEW

Sinusoidal modeling [1] describes an audio signalx(t) as a sum of
L sinusoids, i.e.,

x(t) =

L
∑

l=1

Al(t) sin(Ψl(t)), (1)

whereAl(t) andΨl(t) are, respectively, the amplitude and the
phase modulations of partiall. Usually, Eq. (1) is replaced by a
discrete-time model,

x[n] =

L
∑

l=1

Al[n] sin (Ψl[n]). (2)

For a given partiall, the approximationsAl[n] ≈ Al andΨl[n] ≈
Ωln+Ψl[0], whereAl andΩl are constant values, hold true within
a sufficiently shortN -sample frame.

The main objective of a sinusoidal analysis algorithm consists
in estimatingAl andΩl across frames. The typical stages [2] in
the analysis portion of an SM system are illustrated in Fig. 1.

Decomposition

Partial
Tracking Tracks

Peak
Detection

PartialTime/Frequencyx[n]

Figure 1: Processing stages of a sinusoidal analysis system.

The ‘time / frequency decomposition’ stage usually involves
the discrete-time Short-Time Fourier Transform (STFT) of the au-
dio signalx[n], i.e.,

X[m, k] =
1

N

N−1
∑

n=0

w[n]x[n +mH ]e−jk 2π
N

n
, (3)

wherew[n] is a window of lengthN , e.g. the Hamming window,
k is the frequency bin index,m is the frame index, andH is the
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frame hop (in samples) along time. Out of|X[m, k]|, the ‘peak
detection’ stage is supposed to select only those peaks in framem
that correspond to genuine stationary sinusoidal components. Fi-
nally, the ‘partial tracking’ is responsible for coherently grouping
peaks across consecutive frames into sinusoidal tracks.

Each track models an amplitude- and frequency-modulated si-
nusoid. The database described in this paper consists of sets of
such sinusoidal tracks, each set ideally capturing completely the
resonant information of a chosen musical signal.

3. SOURCE-SIGNALS

The source-signals are specified according to increasing levels of
content complexity, enabling the performance assessment of a given
analysis method under different levels of difficulty. For that, more
challenging analysis scenarios , e.g.vibrato playing and polyphony,
are introduced from one level of complexity to the next.

3.1. Categorization and Specification of Source-Signals

Following the division proposed in [5], four levels are specified:

Level 0 – Containing synthetic musical signals.

Level 1 – Containing recordings of single musical notes played
on acoustic instruments, one per signal.

Level 2 – Containing recordings of musical excerpts played on
polyphonic acoustic instruments, one per signal.

Level 3 – Containing recordings of musical excerpts played on
more than one acoustic instrument per signal.

Level 0 is included so to provide referential data upon whichto
verify if the analysis methods used to extract the sinusoidal tracks
meet the requirements of the TDB (see Section 4). Level 1 contains
the simplest recorded musical signals of the TDB. Level 2 allows
the performance evaluation of sinusoidal analysis algorithms for
note emissions withvibrato andtremolo, as well as for note transi-
tions. At last, Level 3 allows the evaluation of sinusoidal analysis
algorithms for different degrees of polyphony, including the case
of crossing frequency trajectories.

The duration of signals used in Levels 1 to 3 was kept between
2 and 15 s to allow their use in formal listening tests, if needed.

All source-signals must be monaural, stored in PCM format
with sampling rate of 44.1 kHz and 16-bit precision, amplitude-
normalized so to have maximum absolute value equal to 1. Other
source-signals sharing this format can be used to expand theTDB.

3.2. Chosen Source-Signals

The signals chosen for Levels 1 to 3 are excerpts of recordings
taken from the Real World Computing Database (RWC) [6]. More
information on those signals, including their localization within
the RWC, can be found in [7].

Next, the signals selected for each level are briefly described.

3.2.1. Level 0

The signals associated to Level 0 were created specifically for the
TDB. For this, a trumpet sound model generated by the additive
synthesizer described in [8] was used. Since trumpet soundstypi-
cally have a high number of partials, a large number of sinusoidal
tracks are required for their proper modeling.

Three signals, described in Table 1, were created: (1) a sig-
nal with vibrato; (2) a signal withtremolo; and (3) a three-note
sequence, contaminated with additive noise.

Once synthesized, the signals were stored in WAVE files ac-
cording to the specifications defined in Section 3.2.

3.2.2. Level 1

The signals chosen for Level 1 are excerpts of the so-called ‘mu-
sical instrument’ database of the RWC [9]. Table 2 summarizes
their characteristics.

Recordings of musical instruments exhibiting different char-
acteristics and from different families were chosen. Neverthe-
less, overall the selected signals are tonal and conceivably well-
modeled by Eq. (2).

3.2.3. Level 2

The selected signals for Level 2 were taken as excerpts from the
so-called ‘classical music’ and ‘jazz music’ recording databases of
the RWC[6]. Table 3 gives composer and title of the musical piece
played in each chosen signal.

The Organ signal has low-register notes, including one note
with f0 = 62 Hz. The Violoncello signal exhibits rapid transitions
between notes, which hinder the detection of track onsets and off-
sets. On the other hand, the Violin signal contains notes with both
vibrato andtremolo. At last, the Piano signal contains chords, be-
ing the first case of polyphony in the TDB.

3.2.4. Level 3

Level 3 is composed of two signals:

1. An excerpt of the recordingCrescent Serenade from H.
Kobayashi, taken from the ‘jazz music’ recording database
of the RWC [6], including piano, bass, drums, and tenor
saxophone. Two factors in this signal can stress a sinusoidal
analysis system: polyphony and the presence of an unpitch-
ed percussive instrument that cannot be well-modeled by
Eq. (2).

2. Two simultaneous tromboneglissandi in contrary motion,
with crossing partials, edited from two tracks of the ‘musi-
cal instrument’ database of the RWC.

4. SPECIFICATION OF THE TDB

In this section, specifications with the objective of guiding the con-
struction of the TDB are defined. The underlying strategy behind
the analysis methodology is to set stringent specificationsfor the
methods involved in track estimation. In practice, conformance of
the analysis tools with the defined specifications can only bever-
ified via synthetic source-signals. Nevertheless, the bet is that a
similar level of accuracy in model representation be also attained
when dealing with recorded signals. Any further TDB extensions
through analysis of new source-signals are expected to follow the
specifications stated in this section.

4.1. Track Specification

A sinusoidal track should be composed of three vectors, contain-
ing samples of the temporal trajectory of the following parameters:
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Table 1: Main characteristics of the signals in Level 0 of theTDB.

Name f0 (Hz) Length (s) No. Partials Characteristics

Vibrato 156 2 26
vibrato rate =±4 Hz

vibrato depth =±1 Hz

Tremolo 156 2 26
tremolo rate =±8 Hz

tremolo extension =±50 %

Note Sequence
note 1 = 156 0.5 26 0.2 s-long pause between notes 2 and 3
note 2 = 262 1 21 additive pink noise
note 3 = 622 0.2 10 60 dB SNR

Table 2: Characteristics of the signals chosen in Level 1 of the TDB.

Name f0 (Hz) Length (s) Characteristics

Violin 247 3.1 Vibrato playing, withmezzo-forte dynamics.
Piano 207 2.2 Conventional execution, with no use of pedal, andforte dynamics.

Saxophone 148 4.2 Conventional execution, withforte dynamics.
Accordion 312 2.5 Conventional execution, withforte dynamics.

Table 3: Composition and composer information for the signals used in Level 2 of the TDB.

Name Length (s) Composer Composition f0 Range (Hz)

Organ 10.9 Johann S. Bach Passacaglia and Fugue in C minor from 62 to 104
Violin 3.4 Johann S. Bach Partita no. 6 for Violin Solo from 210 to 427
Piano 10.2 Not identified Identified asJive from 193 to 603

Violoncello 10.2 Johann S. Bach Suite no. 1 for Violoncello Solo in G major from 97 to 143

amplitude (in linear scale), frequency (in Hz), and phase (in radi-
ans). Besides these vectors, the track should store the timeinstant
(in seconds) when it was first detected.

In the case of an analysis system that uses a frame-by-frame
analysis of the signal, the parameters’ sampling rate is usually de-
fined by the hop between consecutive frames. Ideally, the spectral
content of the trajectories is limited to 20 Hz [10], which would re-
quire a sampling rate greater than 40 Hz. However, oversampling
is commonly employed by sinusoidal analysis systems to facilitate
obtention of the sinusoidal tracks. Considering that ratesas high
as 200 Hz were reported in [11], a sampling rateFsp = 500 Hz
was considered adequate for the track parameters. Moreover, the
parameters should be stored in double-precision floating-point for-
mat.

In the TDB, a track from a source-signal should start and end
at times coherent with the perception of the event that induced the
track. In glissando or legato passages, the tracks should capture
these effects, if they are perceived as continuous events (i.e. with-
out the perception of onsets). As regards the accuracy of onset and
offset time estimates, the tolerance adopted by onset detection al-
gorithms is usually equal to 50 ms [12]. A smaller maximum error
of 20 ms is adopted in the TDB for the estimation of track onsets
and offsets.

In order to ease the detection of genuine spectral peaks, an
algorithm for noise floor estimation [13] can be used. Only those
peaks whose magnitude is above this floor are to be selected.

If a given spectral peak is not detected in a certain time inter-
val, causing an improper track interruption, then an interpolation
algorithm can be used to find the missing track parameters. A seg-
ment of up to 8 ms (equivalent to 4 consecutive parameter samples)
can be interpolated. This choice was inspired by the duration limit
below which humans cannot hear a mute in a sinusoid [14]. Track
gaps longer than 8 ms are left intact.

4.2. Specification of Estimation Errors

In this section, the maximum tolerable errors for the estimated pa-
rameters (frequency and amplitude) of a track are specified.The
objective is to provide a confidence interval around the estimated
parameters. Hence, performance evaluations that use the TDB can
take into account this uncertainty about the reference parameters.

In order to specify the errors, psychoacoustic criteria will be
defined. The main idea is to use the so-called JND (Just Noticeable
Difference), that provides, for a given physical quantity,the least
difference in level that is perceptible by humans. Appropriate JND
in frequency and intensity (amplitude) reported in the literature for
pure tone experiments are going to be explored: the estimation er-
ror for each parameter will be considered imperceptible whenever
smaller than the JND in that quantity.

4.2.1. Frequency

For short-duration sinusoids, it was experimentally observed that
the JND in frequencyδf is a function of frequency and is reduced
as stimulus intensity grows [15]. The dependency

log10 δf = a
√

f + b (4)

is reported, where the parametersa andb depend on the intensity
and are chosen to approximate experimental data.

The maximum acceptable relative error for the frequency esti-
matef is defined as

e
freq(f) =

δf

f
, (5)

whereδf is obtained through Eq. (4).
The intensity with which a given track will be reproduced (af-

ter synthesis) is unknown. Thus, aiming at the smallest JND in
frequency, the valuesa = 0.028 andb = −0.696 were chosen,
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since they were obtained for the largest intensity reportedin [15],
i.e. 80 dB SL1.

Evaluation of Eq. (5) with 20 Hz≤ f ≤ 10 kHz reveals a
minimum at aboutf = 962 Hz, whereefreq(f) = 0.15 %. Eq. (5)
will be used to provide frequency-dependent tolerances tolerances
for the estimation error.

4.2.2. Amplitude

The dependence of the smallest perceptible incrementδI in rela-
tion to the intensityI of a pure sinusoid was found in [17] to be

δI

I
= 0.463I−0.072

. (6)

Moreover, a negligible influence of the sinusoid frequency on δI
was also reported.

The maximum relative error for amplitude estimation was cho-
sen as 20 %, a tolerance that is always smaller thanδI

I
for intensi-

ties as high as 100 dB SL. This stringent choice was made in order
to overcome the uncertainty regarding the intensity level at which
a given track will be reproduced after synthesis.

4.2.3. Phase

Absolute and relative phase differences in tonal sounds arehardly
perceived by humans [16]. However, phase estimation can be
important for synthesis and modification algorithms of sinusoidal
tracks [1]. For this reason, the TDB includes phase estimates for
each track at each analysis frame. The specification of a maximum
error, however, was not considered necessary, given that phase val-
ues vary little around the frequencies of resonant components [10].

5. ANALYSIS METHODS

In this section, the sinusoidal analysis methods used to generate
the TDB are described. The following criteria were used to their
choice: (1) Be able to extract tracks that meet the specifications de-
fined in Section 4; (2) Allow manual adjustment of their processing
parameters for each signal to be analyzed. Different methods than
the ones presented in this section can be used in future extensions
of the TDB, provided they are able to meet the specifications given
in Section 4.

The following notation will be used hereafter: the frequency
trajectory estimate of tracki at framem will be denoted aŝfi,m;
similarly, the amplitude trajectory estimate will be denoted asÂi,m.
The amplitude and frequency estimates of thep-th peak detected
at framem will be denoted asAp,m andfp,m, respectively.

The remainder of this section presents the signal processing
stages in the order they are applied to the input signal, and defines
the analysis parameters that are not manually adjusted.

5.1. Sub-band Division

The first processing stage consists of the division of the signal inR
frequency sub-bands. This strategy is adopted so to allow a finer
control of the analysis parameters and a differentiated treatment
of the estimation errors for each frequency band. The sub-band
decomposition is obtained through the method presented in [18], in

1Above the loudness threshold [16] (Sensation Level) for a given fre-
quency.

which the iterative application of the structure exhibitedin Fig. 2 to
the signalxl[n] is used. The filterh[n] is a linear-phase low-pass
filter with order 256. Its pass-band goes up to0.4π rad and its
stop-band starts at0.45π rad (normalized frequency) with a target
attenuation of 100 dB.

z
−d

2

xh[n]

xl[n]x[n]
h[n]

Figure 2: Basic element of the so-called Laplacian Pyramid iter-
atively used to decompose the spectrum intoR octave sub-bands.
The signalx[n] is divided into two sub-bands:xh[n] andxl[n] that
contain, respectively, the high- and low-frequency content. Oc-
tave subdivision of the lowest-frequency sub-band can be obtained
through the re-application of this structure to the signalxl[n].

In Fig. 3 the magnitude response of the equivalent sub-band
filters forR = 4 is shown. It can be noticed that a superposition
between adjacent bands occurs. The sub-bands are indexed inde-
creasing order of pass-band centroid, with sub-band indexr = 1
indicating the octave sub-band with the widest bandwidth.
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Figure 3: Magnitude of the frequency response of the 4 (equiv-
alent) sub-band filters obtained from the structure in Fig. 2. The
sub-bands are exhibited from DC to half the normalized sampling
frequency of the input signal.

Each of the processing stages described from Section 5.2 to
Section 5.6 will be executed individually for each sub-band.
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5.2. Time-Frequency Mapping

The time-frequency mapping of each sub-band signal is obtained
through an STFT (see Eq. (3)). For this, the sub-band signal is
segmented into frames of lengthN samples, using a Hann window.
For ther-th sub-band, the hop size can be obtained through

H
r =

⌊

1

Fsp

× 2−(r−1)
Fs

⌋

, (7)

where⌊b⌋ denotes the floor operation,Fs (in Hz) is the sampling
rate of the source-signal, and2−(r−1)Fs is the sampling rate of
the signal in sub-bandr. Eq. 7 guarantees a parameter sampling
rate at least equal toFsp, thus respecting the specifications defined
in Section 4. A disadvantage of this method is that the generated
track parameters will possess a different sampling rate in each sub-
band. A solution to this issue is given in Section 5.7.

Once the hop is defined, the spectrum of a frame can be ob-
tained through a DFT with lengthZpN (N in samples) for each
block, whereZp is the zero-padding factor. In Section 5.4, the val-
ues forZp are defined. The window lengthN is chosen differently
for each sub-band and signal under analysis.

5.3. Peak Detection

A scheme that uses two thresholds, one absolute and the otherlo-
cal, was employed in the spectral peak detection task. The overall
strategy enforces that only peaks well above an estimated noise
floor are detected, as specified in Section 4).

Both thresholds are obtained through the application of the
method described in [13] to the magnitude spectrum of the sig-
nal. For each framem, the method yields a noise floor, which is
then adopted as the local thresholdTl [m, k]. The global threshold
Ta[k] is the smoothed noise floor obtained by averaging the local
threshold over noise-only frames.

The sinusoidal peaks are then obtained through the selection
of the points in the magnitude spectrum that satisfy

|X[m, k]| > |X[m, k − 1]|

|X[m, k]| > |X[m, k + 1]|

|X[m, k]| > 3Ta[k]

|X[m, k]| > d[m,k]Tl [m, k].

(8)

The first two conditions ensure that only spectral peaks are se-
lected. The third condition restricts selection to peaks that are three
times above the level of the estimated noise floor. The fourthcon-
dition is similar to the third, but more flexible, since the multiplier
d[m, k] allows to manually adjust the local threshold.

Optionally, the number of peaks that satisfy the criteria in(8)
can be forcefully limited to an arbitrary maximum. If so, only
those peaks with largest magnitudes are selected in a given frame.

5.4. Frequency Estimation

A frequency estimator based on quadratic interpolation [19] along
spectral peaks was selected, since its estimation error canbe con-
trolled through the zero-padding factorZp. Thus, peak frequency
errors can be forced to fall below a margin specified by the mini-
mum of Eq. (5) in the frequency range of the sub-band in question
, as was shown in [19].

5.5. Magnitude and Phase Estimation

Once the frequency is estimated, the magnitude and phase values
for thep-th peak can be computed according to [20]

Sp,m =
1

N

N−1
∑

n=0

s
r
m[n]e−jnfp,m , (9)

wherefp,m is in radians per sample andsrm[n] is the source-signal
at framem and sub-bandr. The procedure used to divide the sig-
nal into sub-bands can distort the estimated amplitude and phase
values, specially for frequencies close to the transition bands. To
compensate for such distortion it suffices to compute

S
mod
p,m =

Sp,m

H(ejfp,m)
, (10)

whereH(.) is the complex frequency response of the equivalent
sub-band filter. In practice, it is sufficient to apply the compensa-
tion of Eq. (10) only for the final decomposition branch of a given
sub-band, i.e. the filterh[n] decimated by 2.

The amplitude of thep-th peak at framem is estimated as

Ap,m = |S
mod
p,m|, and the phase asΘp,m = ∠S

mod
p,m.

5.6. Partial Tracking

In the partial tracking stage, a modified version of the McAulay &
Quatieri [1] (MQ) algorithm was used. It operates on a frame-by-
frame basis.

The following steps summarize the operation of the algorithm
for a given framem. If m = 1 or there was no active track in
framem − 1, create a new track starting at each peak detected in
the current frame. Otherwise:

1. Select the trackiwith the largest amplitudêAi,m−1 in frame
m− 1, provided it has not been selected in this frame yet.

2. Among the peaks in the current frame that have not been
assigned to any track, look for the ones that satisfy the in-
equality|f̂i,m−1 − fp,m| ≤ ∆f .

(a) If there are none, update tracki according tof̂i,m =

f̂i,m−1 andÂi,m = Âi,m−1 and tag this frame. If the
track hasD consecutive tagged frames, then it is con-
sidered finished, and its final trajectories are trimmed
to exclude the tagged frames at its end. If a finished
track has a length inferior toE frames, it is discarded.

(b) Otherwise, select as a track continuation the peak a-
mong those found that minimizes

J = (1− κ)
|f̂i,m−1 − fp,m|

f̂i,m
+ κ

|Âi,m−1 − Ap,m|

Âi,m

, (11)

whereκ ∈ [0, 1] is a parameter that controls the
weight of the relative frequency and amplitude differ-
ences in the cost function. Update the track parame-
ters according tôfi,m = f p̂,m andÂi,m = Ap̂,m.

3. Return to step 1, until all tracks have been selected.

4. Start a new track from every peak in the current frame not
assigned to any track.

DAFX-5



Proc. of the 13th Int. Conference on Digital Audio Effects (DAFx-10), Graz, Austria , September 6-10, 2010

The track parameters at the tagged frames are replaced by suit-
able values through an interpolation algorithm described in Sec-
tion 5.7.1. The parameterD has been chosen as 4 frames to meet
the specification of the maximum number of frames that can be
interpolated (see Section 4).

5.7. Post-processing

After obtained, the set of tracks in each sub-band can be submitted
to the following modifications:

1. Interpolation across missing values for each track.

2. Manual selection of tracks by visual inspection (in compar-
ison with a high resolution spectrogram) followed by lis-
tening to the synthesized signal.

3. Reduction of the sampling rate of the parameters toFsp.

A description of the algorithms employed in steps 1 and 3 follows.

5.7.1. Missing Data Interpolation

An interpolation algorithm is necessary to conceal the temporal
gaps in the trajectories of the parameters. The adopted interpo-
lation method [21] uses an AR model to represent the temporal
evolution of the parameters in question. Hence, it is well suited
for capturing the quasi-periodical nature of track trajectories, both
in frequency (vibrato playing) and in magnitude (tremolo play-
ing). The method formulation is presented here for interpolation
of a frequency trajectory, but it can be directly replicatedfor the
amplitude and phase trajectories. Given a vectorf̂i containing the
M samples of the (supposedly stationary) frequency trajectory of
tracki, its AR model of orderq can be written in matrix form as

e = Pf̂i, (12)

wheree is a vector of length(M − q) and

P =







−aq · · · −a1 1 · · · 0
...

. . .
. . .

. . .
. . .

...
0 · · · −aq · · · −a1 1






(13)

an(M − q)×M matrix containing the models coefficients. Con-
sidering there arel << (M − l) missing samples in vector̂fi, it
can be divided into two vectors:̂fki containing theM − l known
samples and̂fui containing the unknownl samples. Through an
adequate partition of the matrixP, one can write

e = Pf̂i = P
k
f̂
k
i +P

u
f̂
u
i , (14)

wherePk andPu are partitions ofP corresponding tôfki andf̂ui ,
respectively. The vector̂fui is obtained [21] via the minimization
of the quadratic erroreT

e w.r.t f̂ui . For track trajectory interpola-
tion up to 4 samples, an orderq = 4 was found to be sufficient to
ensure satisfactory results.

5.7.2. Track Resampling

Recalling that the parameter trajectories have been obtained at a
different sampling rate depending on the sub-band in which they
were estimated (see Section 5.2), a simple resampling method was
devised.

The sampling rate reduction of the parameter (amplitude, fre-
quency, and unwrapped phase) streams assumes the underlying

continuous trajectories as piece-wise linear. Once this approxi-
mation is made, the trajectories are resampled so to obtain sam-
ples spaced exactly 2 ms apart (equivalent to the 500 Hz sampling
rate). In order to ensure the synchronism of the tracks, the starting
time sample of each track is rounded towards the nearest integer
multiple of 2 ms. This simple method can be adopted because of
the high oversampling of track parameters (see Section 4).

6. OBTAINED TRACKS

In this section, information is presented regarding how theTDB
was constructed using the analysis methods discussed in thepre-
vious section. The procedure used to adjust the parameters is also
briefly discussed.

For each source-signal, the analysis parameters were initial-
ized according to the standard values given in Table 4. With the
exception of the number of sub-bandsR, all other parameters are
identically initialized for every sub-band.

Table 4: Initial values of the analysis parameters.

Stage Parameter

Sub-band Division R = 4
STFT N samples, equivalent to 40 ms

Peak Detection d[m, k] = 3
Tracking ∆f = 0.03, E = 15 frames, andκ = 0.5

The first parameter to be adjusted isR, according to the fol-
lowing steps: (1) The signal is divided into 4 sub-bands2; (2) An
STFT of the signal in sub-band 4 is obtained; (3) If partials in the
spectrogram are visually too clustered,R can be incremented.

OnceR is chosen, the remaining analysis parameters are ad-
justed for each sub-band. The signal in the sub-band with high-
est index is analyzed first, and so on. The window length can be
adjusted to balance the time and frequency resolutions of the ob-
tained spectrogram.

The local thresholdd[m, k] in the peak detection stage, can be
raised during abrupt changes in the source-signal, such as an onset.
Additional information about the signal under analysis, such as
harmonicity, can aid to set this threshold.

For the partial tracking stage, the analysis parameters arecho-
sen in order to ensure the similarity between the tracks and the
partials as observed in the spectrogram. In practice, the parameters
were adjusted so that the tonal part of the signal was correctly mod-
eled, even if that provoked the creation of spurious tracks which
can be easily removed by the manual post-processing step.

For each signal, the adjustments performed during analysis
were recorded in MatlabR© scripts. An example of such script and
more detailed information regarding the obtained tracks are avail-
able in [7]. The set of tracks associated with a given signal is made
available in a .mat file.

7. VALIDATION OF THE ANALYSIS METHODS

In this section, the synthetic signals from Level 0 are used to check
if the analysis methods described in Section 5 are able to meet the

2An exception was taken for signal 2 in level 3, which could be well-
analyzed withR = 1.
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TDB specifications defined in Section 4.2. In particular, specifica-
tion conformance of the maximum tolerable estimation errors for
track frequency, amplitude, onset time and offset time has been
verified. For that, the following test procedure is used: (1)The
track parameters for the signal under test are estimated by means
of the methods described in Section 5; (2) A point-wise compari-
son between estimated frequencies trajectories and reference track
parameters is made.

7.1. Reference Tracks

The reference tracks used to validate the TDB are obtained from
the control data of the synthesizer used to generate the signals
at Level 0 (see Section 3.2.1). The control signals are originally
available with the same sampling rate as the synthesized signals,
i.e. 44.1 kHz. Sample rate reduction to 500 Hz to obtain the refer-
ence tracks is carried out via the scheme described in Section 5.7.

After the sampling rate modification, the onset (offset) of each
track is determined by the first instant in which the amplitude tra-
jectory of the track is greater (smaller) than a pre-defined thresh-
old. In the case of the Vibrato and Tremolo signals, the threshold
is defined by the quantization noise due to their fixed-point binary
representation. As both signals are quantized with 16 bits,the
quantization level is approximately -96 dB (Full Scale). For the
Note Sequence signal, the threshold varies with track frequency,
according to the noise spectrum shape.

7.2. Frequency Estimation

In order to verify if the estimation error is smaller than thetoler-
ance specified in Section 4.2.1, a test using the Vibrato signal is
performed. Letfi,m be thei-th frequency trajectory of the syn-
thesized signal at framem. The relative estimation error can be
obtained by

|f̂i,m − fi,m|

fi,m
. (15)

The amount by which the relative error surpasses the maximum
toleranceefreq(fi,m) (Eq. (5)) is calculated, for the frequencŷfi,m.
Then, the following metric was adopted

Γ(fi,m, f̂i,m) =
|f̂i,m − fi,m|

fi,m
− e

freq(fi,m). (16)

In Fig. 4, the distribution ofΓ for all points of the complete set
of frequency trajectories of the signal under test can be seen. Note
that only negative samples ofΓ were obtained, indicating that the
estimation error was smaller than the tolerance for the signal under
test. Hence, it can be concluded that the analysis methodology is
capable of providing frequency estimates for the tracks of the test
signal within the specifications defined for the TDB.

7.3. Amplitude Estimation

The estimated amplitude trajectories for the Tremolo signal were
compared with the corresponding reference trajectories. Being
Ai,m the i-th amplitude trajectory of the synthesized signal at
framem, the relative amplitude error is obtained as

|Âi,m −Ai,m|

Ai,m

. (17)
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Figure 4: Distribution of the metricΓ(fi,m, f̂i,m) in percentage
for the tracks of the Vibrato signal.

In Fig. 5, a histogram of the relative amplitude error for all
measured amplitudes over all identified tracks for the signal un-
der test can be seen. Note that, in this example, the relativeerror
does not exceed the maximum tolerance of 20 % defined in Sec-
tion 4.2.2. Hence, the analysis methodology is capable of provid-
ing amplitude estimates for the tracks of the test signal within the
specifications defined for the TDB.
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Figure 5: Distribution of the relative estimation error forthe
Tremolo signal.

7.4. Onset and Offset Time Estimation

The error in track onset/offset time estimation was validated using
the Note Sequence signal. For this, the absolute differencebe-
tween the onset time instants of the estimated tracks and those of
the reference tracks is computed. A similar calculation wasper-
formed for the offsets.

In Fig. 6, the histogram of the measured absolute errors, calcu-
lated for each onset and offset of all identified tracks in thesignal
under test is exhibited. The largest error found was of 8 ms, dura-
tion that is shorter than the tolerable maximum error of 20 ms. A
mean time support error of 1.2 ms was found for the tracks of the
test signal. Hence, it can be concluded that the analysis method-
ology is capable of providing onset and offset estimates within the
specifications defined for the TDB.
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Figure 6: Distribution of the absolute error for the detection of
onset and offset of each track for the Note Sequence signal.

8. CONCLUSION

This paper described a semi-supervised methodology to produce a
database (called TDB) containing sinusoidal tracks extracted from
both synthetic and pre-recorded musical signals. The TDB was
designed to serve as a tool for comparison of different sinusoidal
analysis systems. For this, prior to the obtention of the tracks,
their desired attributes were carefully specified. Upper bounds for
the estimation errors in the amplitude and frequency trajectories
of each track were also defined. The employed estimators were
validated by means of the synthetic signals in TDB, for which
the referential trajectories were previously known. The estima-
tors may conceivably perform similarly for the remaining signals
of the database.

The applicability scope of the TDB is determined by its speci-
fications: of course, the database is not suitable to assess sinusoidal
analysis systems expected to surpass the accuracy dictatedby the
psychoacoustic criteria used in the construction of the TDBitself.
Nevertheless, if judiciously used, the TDB is a new tool for fair
evaluation of sinusoidal modeling algorithms.
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